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The real function. Right: RBF model for F02-2D built from 60 points.
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The main idea is to transform a function with high
conditioning f(x) into an easier-to-model function

g(x).

SACOBRA framework can be found on C
The detailed mathematical derivation of
whitening algorithm can be found in o
technical report

g(x) = f(M(X — X))

M: a linear transformation matrix
xX.. transformation center
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M 1s found in such a way that the Hessian matrix of
the new function becomes the identity matrix
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As shown In our paper, a solution for the equations
above, Is as follows:

M = H—O.S
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Different basis functions;: ©  Easy and fast to train H: Hessian Matrix
Gaussian, Cubic, ©  Require very few points
Multiquadric, ... Efficient in high

dimensions

Estimating the Hessian matrix numerically
imposes 4D#+4D function evalutions
Online Whitening is applied after every 10
Iterations
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